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Abstract:
Model-Driven Engineering (MDE) treats models as prime artefacts. Modelling at appropriate levels of abstraction, using appropriate modelling formalisms allows one to reduce accidental complexity. At the very heart of MDE are model transformations. The diversity of today's model transformation languages makes it hard to compare their expressiveness and to exchange, re-use, and interoperate transformation model. We de-construct model transformation languages into a small set of building blocks. These primitives can then be used to re-construct existing model transformation languages as well as rapidly design new ones. In this talk, I introduce T-Core, a set of primitives for model transformation. Combining T-Core with a scheduling (programming or modelling) language enables the design of complete model transformation languages. The presented framework enables building custom model transformation languages tailored to specific transformation problems.
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